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ABSTRACT 

E-commerce platforms have become essential in meeting diverse consumer needs 

rapidly. For instance, Jumia—the largest e-commerce platform in North Africa—

receives a high volume of user reviews that reflect a wide range of opinions regarding 

products. This diversity challenges platform owners striving to offer high-quality 

products and leaves buyers uncertain about making the best choices. To address these 

issues, we developed a sentiment analysis framework specifically tailored to the 

Algerian dialect. Our approach involved constructing a comprehensive database of user 

reviews categorized into positive, negative, and neutral sentiments. We further 

enhanced this resource by compiling a specialized dictionary of commonly used 

Algerian terms and applying GAN-based expansion techniques, as well as translating 

reviews into English and French to broaden linguistic coverage. To evaluate our method, 

we implemented two deep learning classifiers: a Deep Neural Network (DNN) and a 

BERT-based model. Notably, the BERT model achieved its optimal performance at 20 

training epochs, with an accuracy of 95.44%, precision of 93.1%, recall of 95.57%, and 

an F1-score of 94.7%. These results significantly surpassed those obtained using the 

DNN model, as confirmed by ROC curve analyses and comparative accuracy 

evaluations. Our findings demonstrate that the integration of advanced NLP techniques 

with domain-specific language resources markedly enhances sentiment classification, 

paving the way for more effective analysis systems in e-commerce applications and the 

broader incorporation of Maghrebi dialects into scientific research. 

Keywords: Sentiment Analysis, Maghreb Dialect, Data Augmentation, Lexicon-Based 

Approach, classification, BERT 

 

  



24                                   International Journal of Electronic Commerce Studies 

1. INTRODUCTION 

The Internet has become an immensely popular and cost-effective medium for sharing 

information, particularly through social media. Platforms such as blogs, reviews, posts, 

and tweets are analyzed to extract public opinions on various topics, a process known 

as sentiment analysis or opinion mining. This analysis enables organizations to 

understand and categorize sentiments, helping them respond more effectively. The 

success of sentiment analysis depends on specific objectives, such as identifying text 

polarity, sentiment, distinctive reactions, or even language detection. 

For our study, we selected Jumia, the leading e-commerce platform in the Maghreb 

region, as our focus. Given its widespread popularity, classifying customer opinions on 

its products presents a significant challenge. This challenge is further compounded by 

the need to incorporate sentiment analysis for the Algerian dialect, which is inherently 

complex and rich due to the diverse civilizations and cultures that have influenced it. 

As a result, it is essential to employ advanced techniques and algorithms capable of 

accurately detecting emotional trends and audience reactions, even within the intricate 

linguistic context of North African dialects. 

By analyzing natural language and identifying key indicators of positivity, negativity, 

or neutrality, these systems provide valuable insights into people’s attitudes and 

emotions. This allows for a deeper understanding of the opinions expressed in diverse 

linguistic environments, such as North African dialects. In our research, we aimed to 

develop a sentiment analysis model with a novel architecture designed to deliver 

accurate assessments. To achieve this, we followed several key stages: 

First, we manually collected comments in the Algerian dialect from the Jumia website 

and classified each one as positive, negative, or neutral. This step laid the foundation 

for our project. Next, we employed various methods to expand and enrich the database. 

This included creating a comprehensive dictionary that captures a significant portion of 

the Algerian vocabulary and incorporating foreign languages, such as English and 

French, into the comments. Additionally, we experimented with other techniques to 

further enhance the quality of our results. 

Finally, we designed and trained a deep learning model specifically tailored to classify 

comments as positive, negative, or neutral. This process involved pre-processing the 

data, selecting the appropriate model architecture, training the model on the augmented 

database, and evaluating its performance. Once validated, the model is deployed to 

automatically classify comments on the Jumia platform.  

1.1 Theoretical Framework and Contributions 

Recent studies in sentiment analysis have predominantly focused on standard language 

forms, often overlooking the complex interplay of linguistic, cultural, and contextual 

factors inherent in dialects [21]. Our work builds upon established theories in 

computational linguistics and sociolinguistics that emphasize the significance of 
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linguistic variability in sentiment expression. By addressing the unique challenges of 

the Algerian dialect, our study advances these frameworks in several key ways: 

• Integration of Linguistic Theories with Deep Learning: Traditional 

sentiment analysis methods frequently fail to capture the nuances of dialectal 

language. Our approach leverages advanced deep learning models—specifically, 

BERT and DNN—to process and analyze sentiment in the Algerian dialect. This 

integration not only validates theoretical constructs regarding linguistic 

variation and sentiment but also demonstrates that dialect-specific features can 

be effectively captured by modern NLP techniques. 

• Empirical Support for Dialectal Nuance in Sentiment Detection: The 

superior performance of the BERT model, which achieved an accuracy of 

95.44% and an F1-score of 94.7% at 20 training epochs, provides strong 

empirical evidence for the theoretical claim that incorporating dialect-specific 

data improves sentiment classification. These findings support the hypothesis 

that dialectal expressions contain distinct sentiment markers, thereby 

reinforcing theoretical perspectives on the role of cultural and linguistic 

diversity in computational models. 

• Expanding the Scope of Sentiment Analysis: By applying GAN-based 

vocabulary expansion alongside state-of-the-art deep learning methods, our 

study extends current sentiment analysis models to account for low-resource 

dialects. This methodological innovation bridges the gap between empirical 

performance and theoretical understanding, offering a blueprint for 

incorporating underrepresented linguistic variations into broader sentiment 

analysis frameworks. 

In summary, our contributions lie not only in the significant performance improvements 

demonstrated through our empirical results but also in the theoretical advancement of 

sentiment analysis. Our work challenges and enriches existing frameworks by 

providing a comprehensive model that accounts for dialectal nuances—paving the way 

for future research in multilingual and dialect-specific sentiment analysis. 
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1.2 Paper organization: 

The rest of this paper is organized as follows. In Section 2, we review the existing 

literature in sentiment analysis with a focus on the challenges in processing the Algerian 

dialect and other Maghreb languages. Sections 3 and 4 details the methodology, 

including the data collection process, augmentation techniques, pre-processing steps, 

and the deep learning architectures (BERT and DNN) employed in this study. Section 

5 presents the experimental results, showcasing evaluation metrics, comparative 

analyses, and visualizations that illustrate the performance of our models. In Section 6, 

we discuss the findings, address model generalizability, and outline the study’s 

limitations. Finally, Section 6 concludes by summarizing the contributions of this work 

and suggesting directions for future research. 

2. RELATED WORK 

A review of research in sentiment analysis reveals that the majority of studies 

concentrate on English texts, resulting in the development of high-quality frameworks 

and tools. In contrast, there is a notable lag for other languages, including Arabic, 

particularly its dialects from the Arab world. This indicates a need for further research 

to create more precise tools for these languages. Recently, there has been growing 

interest in sentiment analysis for Arabic, especially the Maghrebi dialect, with 

researchers increasingly utilizing the Internet as a primary source for gathering 

comments in various dialects. The analysis of sentiments in Arabic dialects, particularly 

those found on social media platforms like Facebook, has attracted increasing attention. 

Various datasets and machine learning techniques have been employed to explore 

sentiment analysis in North African dialects, especially the Algerian and Tunisian 

dialects. Below is a summary of related works that highlight significant contributions 

in this. 

2.1 Facebook as a Data Source and Machine Learning 

Techniques 

Social media platforms, particularly Facebook, have become critical sources for 

collecting dialectal Arabic data, enabling researchers to refine sentiment analysis 

techniques through machine learning and deep learning approaches. The studies 

discussed below illustrate a progression in addressing the challenges of sentiment 
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analysis across various Arabic dialects, leveraging Facebook-derived datasets to 

evaluate and enhance model performance. 

In [1], the Tunisian Sentiment Analysis Corpus (TSAC), compiled from Facebook, was 

utilized to investigate sentiment analysis in Tunisian dialects. The study assessed 

models such as Multi-Layer Perceptron (MLP), Support Vector Machines (SVM), and 

Naive Bayes (NB), with Naive Bayes exhibiting a notable error rate of 42%. This high 

error rate highlights the complexity of Tunisian dialectal text, setting the stage for 

subsequent research to explore more robust methodologies. Building on the challenges 

identified in [1], the study [2] analyzed the "Wacht7ass" dataset, sourced from Algerian 

Facebook pages, to evaluate sentiment classification performance. Models including 

SVM, Naive Bayes, and Decision Trees were tested using the F-score metric, with SVM 

achieving scores between 76% and 87%. This improvement over the Naive Bayes 

performance in [1] suggests that SVM may better handle dialectal variations, 

particularly in Algerian contexts, prompting further exploration of model adaptability. 

Similarly, in [3], the DziriOFN corpus, comprising over 8,700 texts from public 

Facebook pages and groups, was employed to advance sentiment analysis in Algerian 

dialects. The study evaluated advanced models like Bidirectional Long Short-Term 

Memory (BiLSTM), Convolutional Neural Networks (CNN), and Naive Bayes, with 

Naive Bayes achieving a respectable accuracy of 75.2%. By incorporating deep 

learning techniques, [3] extends the findings of [2], demonstrating incremental progress 

in balancing accuracy and complexity for Algerian dialect processing. 

Furthering this trajectory, the research [4] examined Facebook messages in both 

Modern Standard Arabic (MSA) and Algerian Dialect (AlgD), applying CNN and 

LSTM models to achieve an F1-score of 89%. This study bridges the dialectal focus of 

[2] and [3] with MSA, showcasing the versatility of deep learning models across 

linguistic variations. Collectively, these studies [1], [4] underscore a shared reliance on 

Facebook data to tackle the linguistic diversity of Arabic dialects, with each 

contributing to a deeper understanding of model efficacy and dialect-specific 

challenges in sentiment analysis. 

2.2 Other Facebook-based Datasets and Techniques 

Additional studies have leveraged data from Facebook pages to evaluate a range of 

models and techniques for processing Algerian dialectal content, further advancing the 
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application of machine learning and deep learning in this domain. These investigations, 

detailed below, collectively highlight the potential of Facebook as a rich source for 

dialect-specific analysis while demonstrating improvements in model performance and 

technique refinement. 

In [5], data extracted from the official Facebook page of the Algerian Telephone 

Operator Ooredoo was utilized to assess text recognition techniques. The applied 

models achieved a character error rate of 10.07%, indicating a high level of accuracy 

in recognizing dialectal text. This study establishes a baseline for preprocessing 

challenges in Algerian dialect data, setting the stage for subsequent sentiment-focused 

analyses. Building on the text processing foundation laid by [5], the research in [6] 

conducted sentiment analysis on Facebook comments written in the Algerian dialect, 

employing Long Short-Term Memory (LSTM) and Convolutional Neural Network 

(CNN) models. These deep learning approaches yielded an impressive F1-score of 

98.09%, underscoring their exceptional capability to capture nuanced sentiments in 

dialectal text. The significant leap in performance from [5]’s text recognition to [6]’s 

sentiment analysis reflects the growing sophistication of deep learning methods tailored 

to Algerian dialects. 

Similarly, in [7], researchers analyzed comments from Algerian Facebook pages to 

evaluate Multi-Layer Perceptron (MLP) and CNN models, with the CNN model 

achieving an accuracy of 89.5%. While this result is slightly lower than the F1-score 

reported in [6], it reinforces the effectiveness of CNN-based architectures across 

different datasets and evaluation metrics. Together, [5], [6], and [7] illustrate a 

continuum of progress from accurate text recognition to advanced sentiment 

classification using Facebook-derived Algerian dialect data, contributing valuable 

insights into model optimization and dialectal specificity. 

2.3 Use of Datasets from Various Sources 

Several studies have utilized diverse datasets for sentiment analysis across various 

Arabic dialects: 

In [8], the AlgD dataset (ADED) was used with SVM, KNN, and LDA models, 

achieving an average recognition rate of 87.50%. Study [9] employed the TSAC Corpus 

and the Maghrebi Dialect (North Africa Corpus), applying CNN, LSTM, and BiLSTM 
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models. The LSTM model achieved an F1-score of 83%. In [10], the LTD corpus for 

the Tunisian dialect was used with a BiLSTM model, achieving an accuracy of 98.65%. 

2.4 Advances in Algerian Dialect Sentiment Analysis 

Several studies have advanced sentiment analysis for Algerian dialects by leveraging 

diverse corpora and machine learning models. For instance, the use of Time Delay 

Neural Networks (TDNNs) with the AlgeD corpus in [11] achieved remarkably low 

Word Error Rates (WER) of 1.4% for French and 7.1% for Blida and AlgeD dialects, 

suggesting that TDNNs are highly effective for small, annotated datasets. Similarly, the 

LSTM model in [12] reduced WER by 3.8% on a spoken digit corpus, indicating that 

recurrent neural networks excel in capturing sequential patterns in dialectal speech. 

In contrast, studies like [13] and [14] reveal the complexities of dialectal variation. The 

63.5% precision achieved with DNNs on the ALG-DARIDJAH corpus [13] 

underscores ongoing challenges with linguistic diversity and context, while [14]’s 

integration of French models improved Algerian dialect WER from 89% to 65.45%, 

hinting at the potential of cross-lingual approaches. Meanwhile, [15]’s 76% accuracy 

using the PADIC corpus with LSVM, BNB, and MNB models demonstrate the viability 

of traditional machine learning for broader Maghrebi dialects. 

Beyond technical performance, handling informal language poses additional hurdles. 

The BERT-based approach in [16] with the NArabizi treebank, achieving an F1-score 

of 0.491, highlights the difficulty of mixed-language content—a common feature in 

informal dialects. Finally, [17]’s review from 2017 to 2024 emphasizes dataset 

augmentation as a critical strategy for progress, connecting the success of these models 

to the availability of robust, diverse data. 

Together, these studies suggest that while neural networks and hybrid approaches are 

pushing boundaries, the interplay of dialectal variation, informal language, and data 

quality remains central to improving sentiment analysis for Algerian dialects. 

2.5 BART and BERT Models for Sentiment Analysis 

Recent studies have also explored the use of BART and BERT models for sentiment 

analysis in various contexts. For instance, study [18] investigated sentiment analysis of 

COVID-19-related tweets using the BERT model, achieving a validation accuracy of 

94% on both global and Indian datasets. Similarly, in [19], the SST2 (Stanford 
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Sentiment Treebank) dataset was used with BERT, yielding an accuracy of 92.7%. 

Furthermore, study [20] focused on sentiment analysis of agricultural product reviews, 

where an improved BERT model achieved an F1 score of 89.86%. These findings 

highlight the versatility and effectiveness of BERT-based models in sentiment analysis 

across different domains. 

3. SENTIMENT ANALYSIS WITH DEEP LEARNING 

Sentiment analysis (SA) is widely used to evaluate social media users' opinions on 

various topics. While data mining is commonly employed, this study proposes 

leveraging Deep Learning to gain a deeper understanding of customer expectations and 

opinions [21], particularly in Big Data contexts where data mining struggles with 

feature identification and selection [22]. 

Deep Learning models iteratively learn features and generate abstract representations, 

making them more resilient to data variations [23]. These models are especially 

effective in addressing Big Data challenges, such as semantic indexing and data tagging, 

providing a more efficient solution for complex AI tasks. Although Deep Learning has 

achieved significant success in fields like computer vision, its application to Big Data 

sentiment analysis remains an evolving area of research [24]. 

4. SENTIMENT ANALYSIS PROCESS FOR THE ALGERIAN 
DIALECT 

In this section, we describe the deep learning (DL) approach for sentiment analysis (SA) 

using annotations from JUMIA, specifically targeting comments written in the Algerian 

dialect. The process begins with collecting comments from the platform, followed by 

classifying each comment and applying data augmentation techniques. Subsequently, 

the comments undergo a cleaning and pre-processing phase. A feature selection step is 

also implemented to enhance the accuracy of our classification models. Finally, the 

evaluation phase assesses the performance of the model. Figure 1 illustrates the 

proposed deep learning system for sentiment analysis of Algerian comments from 

various regions across the country. 
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Figure 1. Proposed deep learning system for Algerian Sentiment Analysis.  

 

4.1 DATA COLLECTION 

We have developed a database based on the Jumia website, which offers a diverse range 

of products. Each product varies in type, purpose, and, notably, quality. As a result, this 

database captures all relevant details for each product, including customer names, their 

comments and ratings, the date of the comment, and a classification section indicating 

whether the comment is positive, negative, or neutral. This information is illustrated in 

Figure 2, while Table 1 present the type of each attribute. 

Table. 1 . Data attributes and their types 

Attribute Type 

used_name String 

comments String 

rating Numeric 

date Date 

name_of_product String 

sex String 

class String 
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Figure 1. Initial Database before augmentation  

4.2 THE AUGMENTATION OF THE DATABASE 

To expand our dataset, we employed the following four methods: 

4.2.1 Synonym Replacement 

The first method we used for data expansion was synonym replacement. We assessed 

whether the words belonged to our existing dialect and created a corpus incorporating 

various potential synonyms specific to our dialect. 

4.2.2 Word Embeddings 

We utilized word embeddings to identify and replace similar words or phrases within 

the text based on cosine similarity or other distance metrics in the embedding space. 

4.2.3 Translation 

Another method for enriching our dataset involved translating our Algerian dialect into 

the three most widely spoken languages in our country: Arabic, English, and French. 

4.2.4 GAN Method 

We employ Generative Adversarial Networks (GANs) to generate synthetic data that 

closely mimics the characteristics of real data, making them particularly useful in 

scenarios with limited data availability. In the context of text data, variations of GANs 

can be used to generate new textual content while preserving the features and patterns 

of the original data. Figure 3 illustrates the stages of using GANs to expand the dataset. 
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Figure 2. The processes of the Data Augmentation using GAN 

After the data augmentation process, we obtained a new database containing more than 

20,000 comments. Figure 4 illustrates the database after augmentation. 

 

Figure 3. Augmented Dataset 

 

4.3 DATA PREPROCESSING 

The pre-processing stage is a crucial step in sentiment analysis, particularly in text 

processing [25]. It involves several key steps, including annotation, tokenization, and 

the removal of stop words. 

4.3.1 Annotation: 

During the annotation process, we label the sentiment of each text as positive, negative, 

or neutral. 
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4.3.2 Tokenization: 

Tokenization involves breaking down a text into individual words or tokens, 

simplifying the analysis process for algorithms. For Arabic text, we use the 

word_tokenize() function from Python’s NLTK library, which segments Arabic text 

into distinct words or tokens, facilitating subsequent text processing steps [26]. 

4.4 Feature Extraction 

Term Frequency-Inverse Document Frequency (TF-IDF) is a statistical method used to 

evaluate the importance of a word within a document relative to a collection of 

documents (corpus). In natural language processing, TF-IDF is commonly employed to 

transform text data into numerical vectors, enabling machine learning models to process 

it effectively [28]. 

4.4.1 Term Frequency (TF) 

TF measures how frequently a term (word) appears in a document. It is calculated as 

the ratio of the number of times a term appears in the document to the total number of 

terms in that document [29]. 

4.4.2 Inverse Document Frequency (IDF) 

IDF assesses the importance of a term across a collection of documents. Words that 

appear frequently across all documents are considered less important. IDF is computed 

as the logarithm of the total number of documents divided by the number of documents 

containing the term, with smoothing applied to avoid division by zero [30]. 

4.4.3 TF-IDF Calculation: 

The TF-IDF score of a term in a document is determined by multiplying its TF (Term 

Frequency) and IDF (Inverse Document Frequency) values. 

• We use TfidfVectorizer from scikit-learn to transform the text data into TF-

IDF vectors. By applying this to the ‘comments’ column of the dataset, we 

generate numerical vector representations. 

• The max_features parameter is set to 1000, limiting the feature set to the top 

1000 most significant words based on their TF-IDF scores. 
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• The resulting X-tfidf is a sparse matrix where each row corresponds to a 

comment, each column represents a word, and the values indicate the TF-IDF 

scores of the words within the comments. 

5 CLASSIFICATION MODEL 

In this paper, we have selected the BERT and DNN models for our study, as they offer 

powerful capabilities in natural language processing and deep learning, respectively. 

5.1 DEEP NEURAL NETWORK MODEL 

DNN stands for Deep Neural Network, a type of artificial neural network characterized 

by multiple layers between the input and output layers [31]. These networks excel at 

handling complex patterns and large datasets, making them particularly powerful for 

advanced computational tasks [32]. DNNs are widely used in applications such as 

image and speech recognition, as well as natural language processing [33]. 

 

Figure 5.  The DNN architecture  

The Figure 5 provides a structured representation of a deep learning pipeline designed 

for text classification using a Deep Neural Network (DNN). It consists of two major 

stages: Data Preprocessing and DNN Architecture, which together form a complete 

workflow from raw text input to model prediction and evaluation. 
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1. Input Text Data: 

We use pandas.read_excel() to load the data from an Excel file into a Pandas DataFrame. 

This allows us to handle the data in a structured format, making it easy to manipulate 

and process both the text and label columns. 

2. Data Preprocessing: 

• We use a Tokenizer to convert the text data into sequences of integers (tokens), 

where each unique word is assigned a numerical identifier. 

• We use pad_sequences to ensure that all text sequences have the same length 

by adding padding where necessary. 

• We use LabelEncoder to transform categorical sentiment labels (e.g. positive, 

neutral, and negative) into numerical values, as neural networks require 

numerical input for processing. 

3. Data Splitting: 

We use train_test_split to divide the dataset into training and testing sets. The training 

set is used to train the model, while the testing set is used to evaluate its performance. 

Test size = 0.2 (20% of the data is used for testing). 

4. DNN Architecture: 

We use an Embedding layer to convert integer-encoded words into dense vectors of 

fixed size. This allows the model to learn relationships between words based on their 

context in the training data. 

• Input dimension: 5000 

• Output dimension: 64 

• Input length: 100 

We use GlobalAveragePooling1D to reduce the output of the embedding layer by 

computing the average over the sequence dimension, which helps in dimensionality 

reduction. 

We use Dense layers to perform the classification: 

• The first Dense layer (with 64 units) learns complex patterns in the data using 

the ReLU activation function. 

• The final Dense layer (with 3 units) outputs probabilities for each sentiment 

class (positive, neutral, and negative) using the softmax activation function. 
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4.2 LLM (BERT) CLASSIFIER 

BERT (Bidirectional Encoder Representations from Transformers) is a deep learning 

model developed by Google that has transformed natural language processing (NLP) 

through the use of bidirectional training on a Transformer-based architecture [34]. 

Unlike previous models that considered text in only one direction [35], BERT examines 

the context of a word from both the left and right, allowing it to better understand 

meaning and relationships within a sentence [36]. Pre-trained on large text corpora, 

BERT can be fine-tuned for various NLP tasks such as sentiment analysis, question 

answering, and text classification [37]. Its success has inspired many variants, such as 

RoBERTa and DistilBERT, which optimize and extend its capabilities [38]. 

 

Figure 6. The General architecture of our Proposed Model using LLM (BERT model) 

The different components of the architecture of our model as illustrated in Figure 6 are 

Input Text Data: We utilized raw text data, which may consist of sentences, 

paragraphs, or entire documents, depending on the specific classification task. 

BERT Tokenizer: In this step, we employed the BertTokenizerFast to process the 

text. This tokenizer divides the text into smaller units called tokens (which can be words, 

subwords, or characters), and each token is transformed into a numerical identifier. 
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Tokenized Sequences: After tokenization, we prepared the sequences for input into 

the BERT model. This process includes creating attention masks to indicate which 

tokens are relevant to the task and which are padding tokens. 

Pretrained BERT: The tokenized sequences are then fed into a pretrained BERT 

model (bert-base-uncased). Trained on extensive unlabelled text data, this model 

captures rich semantic information. For each tokenized sequence, the BERT model 

produces a 768-dimensional vector from the [CLS] token, which serves as the 

representation of the entire sequence. 

Fully Connected Layer 1: 

The 768-dimensional vector from BERT is input into a fully connected layer with 512 

output units. This layer transforms the BERT representations into a feature space better 

suited for the classification task. 

ReLU Activation: A ReLU (Rectified Linear Unit) activation function is applied to the 

output of the first fully connected layer, introducing non-linearity by converting all 

negative values to zero. 

Dropout Layer: A dropout layer is introduced after the first fully connected layer, 

randomly deactivating 30% of the neurons during training. This helps prevent 

overfitting by reducing the model’s dependence on specific neural connections. 

Fully Connected Layer 2: The output from the dropout layer is passed into another 

fully connected layer with 256 output units, performing a further linear transformation 

of the features. 

ReLU Activation: A ReLU activation function is applied to the output of the second 

fully connected layer to add non-linearity to the model. 

Dropout Layer: Another dropout layer is added after the second fully connected layer, 

again with a dropout probability of 30%. 

Fully Connected Layer 3: The output of the second dropout layer is fed into a final 

fully connected layer with 3 output units. These units correspond to the output classes 

for the classification task. 
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LogSoftmax: To obtain class probabilities, a log softmax activation function is applied 

to the output of the final fully connected layer. This function converts the raw output 

values (logits) into logarithmic probabilities, making the results more interpretable. 

Output Classes: The final output consists of logarithmic probabilities for each class, 

which are used to categorize the input data into one of three classes: 'positive,' 

'negative,' or 'neutral.' 

6. RESULTS AND DISCUTION 

The evaluation phase utilizes multiple metrics to assess both the LLM (BERT) and 

DNN models in sentiment classification. Accuracy provides an overall measure of 

correct predictions across the dataset. The F1-score balances precision and recall, 

offering a comprehensive view of performance. 

Additional metrics like precision, recall, and the confusion matrix offer deeper insights 

into model behavior. These evaluations highlight both models' strengths and areas 

needing improvement. Together, this multi-metric approach ensures a robust and 

effective assessment of model performance. 

6.1 DNN RESULTS 

The results shown in Table 2 were obtained using the DNN model on our dataset. 

Table. 2  DNN Results 

 Epoch=20  Epoch=30  Epoch=40  Epoch=50 

Accuracy   0,64    0,77     0,86     0,75 

Precision   0,82   0,85    0,80    0,82 

Recall   0,78   0,82    0,83    0,7 

F1-score    0,69   0,75    0,78    0,84 

The results indicate that the DNN model's performance evolves significantly over the 

epochs, with the best overall performance observed at different stages for various 

metrics. Here is a detailed analysis: 

Epoch 40 – Peak Accuracy and Recall: At epoch 40, the model achieves its highest 

accuracy of 86% and the best recall at 83%. These figures suggest that the model is 

highly effective at correctly classifying instances and capturing most of the relevant 

cases. High recall is particularly important in scenarios where missing a relevant case 
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could be critical. Although the F1-score at this stage is 78%, the elevated accuracy and 

recall highlight that the model is performing well in recognizing true positives. 

Epoch 50 – Best F1-Score: By epoch 50, the model’s F1-score reaches its maximum 

value of 84%, which indicates a strong balance between precision and recall. This 

improvement suggests that, despite a slight drop in accuracy (75%) and recall (70%), 

the overall balance between false positives and false negatives has been optimized. The 

F1-score is especially valuable in sentiment classification tasks where both precision 

(avoiding false alarms) and recall (capturing true instances) are crucial. 

Consistency in Precision: Across all epochs, precision remains relatively stable 

(ranging between 0.80 and 0.85). This consistency implies that the model reliably 

classifies positive instances correctly without a significant number of false positives, 

regardless of the training epoch. 

Trade-Offs and Model Behavior: The difference between the highest accuracy and 

recall at epoch 40 versus the best F1-score at epoch 50 suggests a trade-off inherent in 

the training process. While epoch 40 shows that the model is highly capable of 

identifying most relevant instances, epoch 50 indicates that fine-tuning further 

improves the balance between precision and recall. Such trade-offs are common in 

machine learning, where extending training can lead to overfitting on some metrics 

while enhancing others. 

In summary, while epoch 40 stands out for achieving peak accuracy and recall, the best 

overall balance between precision and recall, as measured by the F1-score, is observed 

at epoch 50. This analysis helps in identifying the stage at which the model's 

performance is most robust for the specific requirements of the sentiment classification 

task. These advancements are vividly depicted in the histogram visualization presented 

in Figure 7, showcasing the model's steady progress. 
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Figure 7. Histogram represents the development of results using DNN. 

6.2 BERT RESULTS 

Table 1 presents the performance metrics of a BERT (Bidirectional Encoder 

Representations from Transformers) model across four different runs, each trained for 

30 epochs. The metrics include Accuracy, Precision, Recall, and F1-score, which are 

commonly used to evaluate the performance of classification models.  

Table. 3  BERT Results 

 Epoch=20 Epoch=30 Epoch=40 Epoch=50 

Accuracy 0,9544 0,9519 0,9494 0,9519 

Precision 0,931 0,93 0,9297 0,928 

Recall 0,9557 0,9557 0,9531 0,9565 

F1-score 0,947 0,9387 0,9369 0,938 

The results presented in Table 3 were obtained using the LLM (BERT model) on our 

dataset, yielding exceptional performance that surpassed that of the DNN model. 

Remarkably, when training for different numbers of epochs (20, 30, 40, 50), the BERT 

model exhibited its best performance at 20 epochs, after which a gradual decline in 

performance was observed. At 20 epochs, the model achieved peak values for key 

performance metrics, with both accuracy and precision reaching their highest levels. In 

addition, recall and the F1-score—representing the harmonic mean of precision and 

recall—showed significant improvements, as illustrated in Figure 8. This indicates that 
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the model was not only precise but also highly effective at identifying relevant instances, 

further underscoring the superior capability of the BERT model compared to the DNN 

model. 

Specifically, as detailed in Table 1 (BERT Results), at 30 epochs, the BERT model 

consistently achieved an accuracy of approximately 95%, precision around 93%, recall 

close to 95%, and an F1-score of about 94%. These impressive results confirm that the 

model maintains robust performance across multiple evaluation criteria. 

 

Figure 8. Histogram represents the development of results using LLM (BERT model). 

 

 
Figure 9. ROC curve Results for BERT 
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Furthermore, the ROC curve shown in Figure 9 demonstrates excellent discriminative 

ability, highlighting the model's robustness in distinguishing between sentiment classes. 

Figure 10 provides a clear comparison of accuracy between the DNN and BERT models, 

emphasizing the BERT model’s superior performance, especially in processing data in 

the Algerian dialect. 

These results not only affirm the efficacy of using pre-trained transformer-based models 

like BERT for sentiment classification but also highlight the importance of fine-tuning 

training epochs to achieve optimal performance. The ability of BERT to capture rich 

semantic information and maintain high performance across multiple metrics positions 

it as a highly promising approach for enhancing analysis systems. Consequently, this 

research lays a robust foundation for further exploration into transformer-based 

architectures, offering potential improvements for various natural language processing 

applications and optimization techniques in diverse fields.  

6.3 Generalizability and Applicability 

While our experiments have been conducted using data from the Jumia platform, the 

proposed methodology is designed with broader applicability in mind. The underlying 

framework comprising GAN-based data augmentation and the application of advanced 

deep learning models (BERT and DNN) is not inherently limited to Jumia. Instead, it 

offers a flexible approach that can be adapted to a variety of contexts and data sources 

with similar linguistic challenges. 

In practice, the transferability of our approach to other e-commerce platforms or social 

media sources hinges on domain adaptation techniques. For instance, by fine-tuning the 

BERT model and adjusting data pre-processing strategies, our system can be calibrated 

to accommodate differences in sentiment expression, text length, and domain-specific 

vocabulary that may occur on platforms such as Facebook, Twitter, or other online retail 

sites. 

Moreover, our GAN-based data augmentation method enhances the model’s robustness 

by simulating diverse linguistic scenarios. This not only enriches the training corpus 

for the Algerian dialect but also provides a blueprint for extending the approach to other 

low-resource dialects or languages. Although empirical testing on these additional 
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datasets remains a future direction, preliminary evaluations suggest that our 

methodology can maintain high performance levels when adapted to new data contexts. 

Overall, these considerations underscore the potential for broader applicability of our 

findings and encourage further research to validate and refine the model’s performance 

across different domains. 

6.4 Limitations 

While our study demonstrates promising results for sentiment analysis in the Algerian 

dialect using data from the Jumia platform, several limitations should be highlighted: 

• Dialect and Linguistic Variability: This study focuses solely on the Algerian 

dialect. Although our approach addresses some challenges associated with low-

resource dialects, the effectiveness of the models might vary when applied to 

other dialects or languages with different linguistic characteristics. 

• Data Augmentation Challenges: While the GAN-based data augmentation 

technique enriched the dataset, the synthetic data generated may not fully 

capture the subtleties and natural variability of real-world language. This could 

introduce noise or bias into the training process, affecting model performance. 

• Annotation Subjectivity: The manual annotation of user reviews, despite 

careful execution, is inherently subjective. Variations in annotator interpretation 

can lead to inconsistencies in labelling, which may influence the accuracy of 

the sentiment classification. 

• Model Scalability and Computational Resources: The deep learning models 

(BERT and DNN) were optimized for our current dataset. Their scalability, as 

well as the computational resources required for training and fine-tuning on 

larger and more diverse datasets, remains to be fully explored. 

• Hyperparameter Tuning and Model Complexity: Although extensive 

experiments were performed, further refinement through comprehensive 

hyperparameter tuning and exploration of alternative model architectures could 

potentially enhance performance. 

Recognizing these limitations provides a balanced perspective on our research and 

lays the groundwork for future investigations aimed at improving and generalizing 

sentiment analysis methodologies for diverse linguistic contexts. 
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7. CONCLUSION  

In conclusion, this research developed a sentiment analysis model tailored to the 

Algerian dialect, utilizing data collected from the Jumia website. We began by 

constructing a specialized dictionary to capture the nuances of the Algerian dialect, a 

critical step in addressing the region-specific language variations. This enabled us to 

create a sentiment analysis framework capable of accurately interpreting the context 

and sentiments expressed in the local dialect. 

We employed two advanced deep learning techniques: BERT (Bidirectional Encoder 

Representations from Transformers) and DNN (Deep Neural Network). BERT, a state-

of-the-art language model, proved particularly effective due to its ability to understand 

the context of words bidirectionally, making it highly suitable for sentiment analysis 

tasks. On the other hand, DNN provided a robust framework for identifying complex 

patterns in the data, enhancing the accuracy of sentiment classification. 

Throughout the project, we adopted a systematic approach, encompassing data 

preprocessing, model training, and performance evaluation. These steps were essential 

to ensure the quality and reliability of our results. During model training, we 

experimented with various hyperparameters and fine-tuned the models to optimize their 

performance. 

The final results demonstrated the superior effectiveness of the BERT-based language 

model for sentiment analysis in the Algerian dialect. BERT's contextual understanding, 

combined with DNN's ability to recognize intricate data patterns, resulted in high 

accuracy and performance in sentiment classification. This research underscores the 

potential of deep learning techniques and advanced language models like BERT in 

addressing the unique challenges of dialectal language processing. 
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